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Abstract

Jones, Ma, and McNally (2019) introduce a novel network measure called *bridge centrality*, which aims to quantify psychopathological symptoms that may contribute to comorbidity. Centrality measures in psychometric networks have come under scrutiny recently with several researchers arguing for more explicit interpretations of what they purport to measure. One useful strategy has been to connect centrality measures to more traditional psychometric measures such as factor loadings. In this commentary, we aim to do the same by connecting bridge centrality to a recently developed measure called *network loadings*, which are roughly equivalent with factor loadings. By re-analyzing a recent simulation study, we demonstrate that bridge centrality (specifically bridge strength and bridge expected influence) are nothing more than the (absolute) sum of network cross-loadings. We provide an empirical example to demonstrate this equivalency as well as to show some potential shortcomings of bridge centrality when there are more than two disorders in a network. We raise concerns over bridge centrality’s utility and recommend researchers use network loadings instead.
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What is bridge centrality? A comment on Jones, Ma, and McNally (2019)

Psychometric network models have rapidly increased in popularity over the last decade. These models have been used as an alternative perspective to the traditional common cause model suggesting that psychopathological disorders arise from the mutual interactions between symptoms rather than symptoms being caused by the disorder itself (Borsboom & Cramer, 2013). In these models, nodes (circles) represent symptoms and edges (lines) represent the (conditional) relationships between them. This representation affords a substantive shift for how comorbidity of psychopathological disorders emerge: symptoms that link two disorders together are considered potential “bridges” for one disorder to spread and activate another (Cramer, Waldrop, van der Maas, & Borsboom, 2010).

Comorbidity of psychopathological disorders is fairly common: as Jones, Ma, and McNally (2019, p. 1) state “if an individual qualifies for one disorder, there is a 45% chance that he or she qualifies for at least one more” (Kessler, Chiu, Demler, & Walters, 2005). This makes understanding and treating comorbidity a top priority for clinicians and applied psychologists.

In network models, Blanken et al. (2018) pointed out that investigating symptoms that belong to multiple communities (or factors in network models; Golino & Epskamp, 2017; Golino et al., 2020) can be used to understand both heterogeneity and comorbidity of psychological disorders. They proposed the use of (overlapping) community detection algorithms to identify stabilizing symptoms (variables with strong within-community connections) and communicating symptoms (variables that belong to multiple communities).

On the one hand, heterogeneity is indicated by symptoms that have strong connections to “problem areas” within a given disorder (i.e., similar to core facets of a higher-order factor). On the other hand, comorbidity is indicated by symptoms that belong to two or more different disorders. To compute the stabilizing values, Blanken et al. (2018) summed the absolute edge weights that a node has within its community while for communicating values the absolute edge weights were summed between communities.
In the target article, Jones, Ma, and McNally (2019) developed a novel measure called *bridge centrality*, similar to the “communicating symptoms” idea proposed by Blanken et al. (2018), to quantify the extent to which symptoms in a network act as a “bridge” or connection between two (or more) psychopathological disorders. Bridging symptoms are thought to be relevant for identifying pathways for comorbid disorders and therefore represent potential points of effective intervention.

In light of bridge centrality’s popularity (over 70 citations on Google Scholar as of writing), we wondered “what is bridge centrality?” The theoretical motivation is clear but its psychometric meaning is not. Our commentary seeks to provide a definitive answer. For the purposes of this question (and our commentary), we focused solely on undirected networks (edges without arrows). Moreover, we focused on bridge strength and bridge expected influence, which have been the most commonly applied bridge centralities in the literature (e.g., Jones, Ma, & McNally, 2019; Lazarov et al., 2020).

We organized our commentary by briefly reviewing issues associated with the interpretation of centrality measures, which we argue holds for bridge centralities. We then present a re-analysis of a recent simulation study (Christensen & Golino, 2021) that demonstrates that bridge centrality is nothing more than the sum of network cross-loadings. We provide an empirical example to show that bridge centrality and network loadings can arrive at the same conclusions. Finally, we end with a discussion on how the applied interpretations of bridge centrality are problematic and warrant caution.

**Interpreting Centrality Measures**

Centrality measures are the most commonly applied network measures in the psychometric network literature. Popular measures are *betweenness* (how often a node used on the shortest path or shortest number of edges from one node to another), *closeness* (shortest average number of edges to all other nodes), and *strength* (absolute sum of a node’s edge weights). More recently, *expected influence* (sum of a node’s edge weights retaining
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their signs) was introduced (Robinaugh, Millner, & McNally, 2016). Nodes high on these measures are often interpreted as how “important,” “relevant,” or “influential” specific symptoms are for psychopathological processes and interventions.

The “influential symptom” interpretation of centrality measures has come under scrutiny in recent years (Bringmann et al., 2019; Hallquist, Wright, & Molenaar, 2019). Bringmann and colleagues (2019) make several points that are worth repeating: (1) the “influential” interpretation stems from the use of centrality measures in the context of social networks, (2) for all networks, interpretations of centrality measures depend on the data and process being modeled, and (3) meanings about what a “more central” node means should be explicit and match these processes. There have been many attempts to demonstrate that highly central nodes in psychological networks are indeed more “influential” or predictive of changes in psychopathological processes and severity. Unfortunately, these studies have produced mixed results (Dablander & Hinne, 2019; Elliott, Jones, & Schmidt, 2020; Rodebaugh et al., 2018; Spiller et al., 2020). Due to their opaque interpretations, Bringmann and colleagues suggested three ways forward: use centrality measures that are more suitable for psychological networks, reconsider them, or abandon them altogether.

Hallquist, Wright, and Molenaar (2019) approached this issue from a traditional psychometric perspective by examining how centrality measures (betweenness, closeness, and strength) are affected by multiple latent causes. In a series of simulations, they demonstrated that betweenness and closeness centrality are strongly affected by sampling variation making their utility for psychological purposes untenable. Strength, however, was demonstrated to be roughly redundant with confirmatory factor analysis (CFA) loadings. Importantly, they discovered that strength reflected an equally weighted combination of independent causes (i.e., factors). This connection to traditional psychometric concepts has been useful for better understanding what is explicitly being measured by strength centrality.

Their findings inspired our own investigation into the extent that strength is equivalent to factor loadings (Christensen & Golino, 2021). To circumvent the issue of
strength reflecting a combination of multiple factors, we split strength by these factors and standardized them. These factors in networks (or communities) represent cohesive collections of nodes that are thought to regularly co-occur between people (Christensen, Golino, & Silvia, 2020). Our formulation for dividing strength by communities is as follows:

\[ S_i = \sum_{j=1}^{n} |w_{ij}|, \]

\[ L_{if} = \sum_{j \in f} |w_{ij}|, \]

where \( |w_{ij}| \) is the absolute weight (e.g., partial correlation) between node \( i \) and \( j \), \( S_i \) is the sum of the edge weights connected to node \( i \) across all nodes (\( n \); i.e., strength for node \( i \)), \( L_{if} \) is the sum of edge weights in community \( f \) that are connected to node \( i \) (i.e., node \( i \)'s strength for community \( f \)), and \( F \) is the number of communities (in the network). This measure can be standardized using the following formula:

\[ z_{L_{if}} = \frac{L_{if}}{\sqrt{\sum F L_{f}}}, \]

where the denominator is equal to the square root of the sum of all the weights in community \( f \). Notably, the standardized loadings are absolute weights with the signs being added after the loadings have been computed (following the same procedure as factor loadings; Comrey & Lee, 2013).

We called this formulation network loadings and evaluated their equivalency to factor loadings across three simulations. These simulations demonstrated that network loadings successfully circumvent the issue of multiple latent causes and that they are roughly equivalent to exploratory factor analysis (EFA) loadings. Importantly, we were able to develop guidelines for network loading effect sizes: small (0.15), moderate (0.25), and large (0.35).

Our simulations demonstrated that network loadings have an explicit interpretation:
how well a variable measures a latent factor. We suggested that from a network perspective this interpretation shifts to: each variable’s (unique) contribution to the emergence of a coherent dimension (or collection of related variables) in a network. Our study, in combination with Hallquist, Wright, and Molenaar (2019), sets a precedent for understanding what node strength is: the unstandardized sum of the absolute dominant and cross-loadings. We believe that such a precedent should be set for any new measures introduced into the psychometric network literature.

What is Bridge Centrality?

From a substantive perspective, the answer is clear: symptoms high in bridge centrality may contribute to psychopathological comorbidity and intervening on these symptoms may mitigate comorbidity (Jones, Ma, & McNally, 2019). Statistically speaking, bridge centralities are computed similarly to network loadings: using communities and computing a centrality measure. For example, bridge strength can be computed by taking the absolute sum of a node’s strength to communities other than it’s own (i.e., inter-community but not intra-community edges or what Blanken et al. (2018) called “communicating symptoms”). This is defined as:

\[ \text{bridge strength} = \sum_{b \in (N(a)-C)} |w_{ab}|. \]

Consider that this expression is mathematically equivalent to the unstandardized network loadings above \( L_{ij} \) but summing across all communities except for the community that the node belongs to.

Similarly, bridge expected influence is computed the same way and only differs in that signed values of edges \( (w_{ab}) \) are used rather than absolute values \((|w_{ab}|)\). Importantly, Jones, Ma, and McNally (2019) demonstrate that these measures go above and beyond traditional centrality statistics for reducing comorbidity in their simulations.

But what do these measures mean psychometrically? Based on their mathematical
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definitions, bridge strength and bridge expected influence are closely related to network loadings where bridge strength is the absolute sum of edge weights that do not belong to the node’s community. Bridge expected influence is the signed sum of these edge weights. In more traditional terms, bridge strength and bridge expected influence are equivalent to the (absolute) sum of the network cross-loadings.

To demonstrate this equivalence, we re-analyzed our recent simulation which compared factor analysis loadings with network loadings (Christensen & Golino, 2021). In our simulation, we generated data from a multivariate normal factor models with two, three, and four factors with cross-loadings. We generated both continuous and polytomous data (i.e., 5-point Likert scale). For more details on the simulation conditions, see Christensen and Golino (2021).

To compare the bridge centralities and network loadings, we used the simulated factor structure to designate the communities. This allowed for direct comparisons that were not affected by dimension estimation methods (e.g., exploratory graph analysis; Golino & Epskamp, 2017; Golino et al., 2020). We then summed the absolute and signed values of the network cross-loadings to mirror bridge strength and bridge expected influence, respectively.

Bridge expected influence can be computed with one step (which is equivalent to signed strength) and two steps. The only difference for expected influence with two steps is that a node’s neighbors’ connections are also included in the sum—that is, it’s the sum of a node’s connections and its neighbors’ connections. We used Spearman’s rank-order correlations which take into account whether the nodal metrics are in the same order (rather than whether there was a linear effect).

Our continuous data results confirmed our expectations: bridge strength was strongly correlated with the absolute sum of the network cross-loadings ($\bar{r} = .977$, $r_{median} = 0.996$, $r_{SD} = 0.057$). Similarly, both bridge expected influence 1-step ($\bar{r} = .987$, $r_{median} = 0.997$, $r_{SD} = 0.035$) and 2-step ($\bar{r} = .939$, $r_{median} = 0.971$, $r_{SD} = 0.084$) were strongly correlated with the sum of the network cross-loadings. Our polytomous data results followed the same
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pattern: bridge strength ($\bar{r} = .959, r_{median} = 0.992, r_{SD} = 0.082$), bridge expected influence 1-step ($\bar{r} = .961, r_{median} = 0.990, r_{SD} = 0.080$), and 2-step ($\bar{r} = .926, r_{median} = 0.957, r_{SD} = 0.091$). In short, our results support the interpretation that bridge centrality is the (absolute) sum of network cross-loadings.

**Empirical Example**

Jones, Ma, and McNally (2019) applied bridge strength to several different empirical examples in the literature that examined the comorbidity of psychopathological disorders. For many of their examples (and we suspect for much of the literature) comorbidity was examined with two disorders. In these instances, bridge strength and network cross-loadings will be equal. When there are more than two disorders (or dimensions), then the sum of network cross-loadings will be equal to bridge centrality.

To demonstrate this latter equivalency empirically, we used the bulimia nervosa, anxiety, and depression network in Jones, Ma, and McNally’s (2019) supplementary information that was originally published by Levinson et al. (2017). In their original analysis, Jones, Ma, and McNally (2019) computed bridge strength for the network of these three disorders and reported the symptoms that were in the 80 percentile or higher on bridge strength (Table 3 of Jones, Ma, & McNally, 2019). We replicated this example by computing the absolute network loadings and summing across the cross-loadings.

Similarly, we report the symptoms that were in the 80 percentile or higher here (names in parentheses correspond to node names in Table 1 and Figure 1): concentration problems (concentration), crying (crying), difficulty making decisions (indicisive), discomfort with exposure (expodiscom), disliking self (selfdislike), fear of the worst happening (fearofworst), feeling agitated and restless (agitation), feeling nervous (nervous), numbness or tingling (tingling), *pessimism*, sadness (sadness), self-criticalness (critical), sleep problems (sleep), terrified (terrified), and unable to relax (unabletorelax).

Our results fully replicate Jones, Ma, and McNally’s (2019) findings with one
additional symptom, pessimism, that was found. Pessimism was exactly at the 80 percentile cut-off for network loadings. Computing Spearman’s rank-order correlation between all variables’ bridge strength and absolute sum of the network cross-loadings, we found that they were perfectly related ($r = 0.999$).

Importantly, network loadings capture information that bridge strength does not: The disorders that these bridge symptoms actually bridge. For example, the feeling agitated symptom of depression is a bridge but is it a bridge to bulimia nervosa, anxiety, or both? Because bridge centralities collapse across communities, there is no way to answer this question with certainty. Below, however, we show that network loadings can provide insight to this question.

**Table 1**

*Network Loadings for the High Bridge Strength Symptoms*

<table>
<thead>
<tr>
<th></th>
<th>Bulimia Nervosa</th>
<th>Anxiety</th>
<th>Depression</th>
</tr>
</thead>
<tbody>
<tr>
<td>agitation</td>
<td>0.002</td>
<td>0.061</td>
<td>0.146</td>
</tr>
<tr>
<td>concentration</td>
<td>0.021</td>
<td>0.026</td>
<td>0.225</td>
</tr>
<tr>
<td>critical</td>
<td>0.027</td>
<td>0.018</td>
<td>0.199</td>
</tr>
<tr>
<td>crying</td>
<td>0.033</td>
<td>0.015</td>
<td>0.138</td>
</tr>
<tr>
<td>expodiscom</td>
<td>0.182</td>
<td>0.000</td>
<td>0.040</td>
</tr>
<tr>
<td>fearofworst</td>
<td>0.000</td>
<td>0.164</td>
<td>0.047</td>
</tr>
<tr>
<td>indiscisive</td>
<td>0.008</td>
<td>0.031</td>
<td>0.161</td>
</tr>
<tr>
<td>nervous</td>
<td>0.004</td>
<td>0.162</td>
<td>0.046</td>
</tr>
<tr>
<td>sadness</td>
<td>0.006</td>
<td>0.030</td>
<td>0.281</td>
</tr>
<tr>
<td>selfdislike</td>
<td>0.048</td>
<td>0.000</td>
<td>0.181</td>
</tr>
<tr>
<td>sleep</td>
<td>-0.013</td>
<td>0.025</td>
<td>0.102</td>
</tr>
<tr>
<td>terrified</td>
<td>0.015</td>
<td>0.182</td>
<td>0.020</td>
</tr>
<tr>
<td>tingling</td>
<td>0.000</td>
<td>0.090</td>
<td>0.040</td>
</tr>
<tr>
<td>unabletorelax</td>
<td>0.000</td>
<td>0.124</td>
<td>0.057</td>
</tr>
</tbody>
</table>

From Table 1, we can see a more nuanced breakdown of which symptoms “bridge” to other disorders. The feeling agitated (agitation) symptom of depression has a larger cross-loading for anxiety (0.061) than for bulimia nervosa (0.002). If we were interested in symptoms that are bridges to bulimia nervosa, then feeling agitated wouldn’t be worthy of much consideration. Using bridge centrality, however, we might be tempted to draw that
conclusion. Symptoms such as discomfort with exposure (expodiscom), crying (crying), and disliking self (selfdislike) would be of more interest. Interestingly, all three of these symptoms are associated with depression and less so anxiety. In fact, there does not appear to be any symptoms that are “high” in bridge centrality between bulimia nervosa and anxiety.

Comorbidity studies are likely to benefit when more than two psychopathological disorders are included. Because psychometric networks condition symptoms across all others, there is less likely to be a third variable problem when multiple disorders are used. In our empirical example, we could erroneously conclude that there are several symptoms that bridge between bulimia nervosa and anxiety if these are the only two disorders included in the network (Jones, Ma, & McNally, 2019; Levinson et al., 2017). When depression is included with bulimia nervosa and anxiety, then we would instead conclude that depression symptoms bridge bulimia nervosa symptoms to anxiety symptoms. That is, there are more (and stronger) associations between bulimia nervosa and depression symptoms than bulimia nervosa and anxiety symptoms (Table 1). Indeed, this is apparent in the visual representation of the three disorders where there are fewer edges going between bulimia nervosa and anxiety (22) than bulimia nervosa and depression (38; Figure 1).
In our commentary on Jones, Ma, and McNally (2019), we demonstrated that bridge centrality is equal to the sum of the network cross-loadings. Such an explanation provides an explicit meaning to what bridge centrality is to researchers using the measure. Importantly, we demonstrated that bridge centrality misses useful information when there are more than two psychopathological disorders, potentially leading to erroneous conclusions and raising the issue of its utility for the study of comorbidity in these conditions.

Even in conditions where there are only two psychopathological disorders, we urge caution when applying bridge centrality. Bridge centrality, like more traditional centrality measures, is relative which means that effects across studies are difficult to compare.
Moreover, bridge centrality has no indication of effect size making conclusions about what bridge symptoms are meaningful subjective at best (e.g., 80 percentile cut-off). We argue that these constraints of bridge centrality make its utility far too narrow for widespread use.

Instead, we recommend using network loadings because they offer several benefits over bridge centrality. First, their effects are standardized making comparisons between samples much more direct. Second, network loadings have effect sizes that have been validated via simulation (Christensen & Golino, 2021). Network cross-loadings will tend to be small (and usually smaller than a small effect size), but when there are cross-loading effects that achieve a magnitude of at least .10, then they may be considered substantively meaningful. Finally, network loadings provide information about which symptoms are “bridging” to which disorders (or communicating to other disorders; Blanken et al., 2018).

Given the equivalence of factor and network loadings, we can give meaning to bridge centrality from a factor analytic perspective: bridge centrality is the aggregated latent effect of non-dominant causes (cross-loadings) on a variable. Cross-loadings have largely been ignored in modern psychometrics and are considered to be problematic for valid measurement (DeVellis, 2017; Furr, 2017).

Because researchers who employ factor analysis are principally concerned with the interpretation of latent constructs and their relations, they have typically viewed cross-loadings as a nuisance (Little, Rhemtulla, Gibson, & Schoemann, 2013). Items with substantial cross-loadings often have lower primary loadings, resulting in less stable structures and lower construct reliability (Costello & Osborne, 2005; Li, Wen, Hau, Yuan, & Peng, 2020). Additionally, factors composed of such items are more difficult to interpret due to the multidimensionality of their indicators and to diminished discriminant validities (Arias, Ponce, Martínez-Molina, Arias, & Núñez, 2016; Farrell, 2010; Li, Wen, Hau, Yuan, & Peng, 2020). Although some amount of cross-loading variance is unavoidable due to the fallible nature of psychological indicators (Arias, Ponce, Martínez-Molina, Arias, & Núñez, 2016; Morin, Arens, & Marsh, 2016), researchers generally try to limit their impact by removing
items that exhibit many or high cross-loadings from inventories (Costello & Osborne, 2005).

Even though the mechanisms posited by network models differ from those of factor analysis, the factor analytic literature provides information that suggests caution when interpreting bridge centrality. On the one hand, it is known that cross-loadings can arise due to a wide array of causes, which are difficult to disentangle. For example, non-substantive causes such as poorly written items, method effects, item wording similarity, and other response biases, can lead to cross-loadings (Costello & Osborne, 2005; Marsh, Lüdtke, Nagengast, Morin, & Von Davier, 2013; Morin, Arens, & Marsh, 2016). Additionally, cross-loadings can arise from alternative substantive causes such as the presence of an underlying general factor (Arias, Ponce, Martínez-Molina, Arias, & Núñez, 2016; Morin, Arens, & Marsh, 2016). Often cross-loadings imply variance that is specific to the item, interpreting its meaning becomes difficult given the potential wide array of factors (substantive and non-substantive) that can influence them. On the other hand, cross-loadings are typically small loadings that have large standard errors and less stability across samples (Sass, 2010). As a result, researchers may need to collect prohibitively large samples to be able to determine with sufficient precision the values of cross-loadings or bridges between specific pairs of disorders.

In sum, we argue that bridge centrality has limited utility from a psychometric perspective. It lacks standards to make meaningful between sample comparisons and nuances to determine which symptoms bridge to other disorders. We urge caution with the psychometric information being considered by bridge centrality; instead, we recommend the use of network loadings which provide more complete and explicit psychometric information.
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